
Did not find out 
that JSAF ran 
multi-cast until one 
week prior to 
game start.

A NT 4.0 model was running a service called 
powerchute that didn’t have a UPS here, the 
broadcasted to the entire network that it 
couldn’t locate an UPS. This confused players.

Models that showed-up at 
the last minute (MUSIC, IO 
VIS) not on the list require 
extra time and effort to 
setup on the network.

There was not enough 
coordination and 
communication with 
incoming systems.

Umpire (air) stated that without 
e-mail and ECS it made his job 
easier because it allowed him 
to focus more on other tools.

There were 8 
collaborative tools 
available. (ECS, MS 
Chat, IM, Net Meeting, 
WIGS, White Phone, 
Sneaker Net, e-mail)

The IT group 
was unaware of 
a well publicized 
(and enforced) 
communications 
plan.

Communication 
overload degraded 
the game.

Is the priority for Global 
a solid proven 
computing environment 
(low risk) or utilization 
of newer (high risk) 
based technology 
providing a more 
innovative 
environment?

Communication problems 
exist throughout the Global 
cycle.

Room 338 was re-arranged on the 
Friday prior to Global, after the room 
had been set-up since the FPC, 
resulting in 3 workstations not able to 
connect to a network drop due to lack 
of CAT 5 cable.

A change in computer 
configuration in room 211 
by players caused power 
failure due to overloaded 
circuit second day of 
game.

There was a lack 
of configuration 
control.

Deadlines to 
establish account 
names, permissions, 
and qty for each cell 
were not enforced.

Late funding to 
Autometric (April ’01) 
did not negate 
requirement to use 
BSNT as primary 
COP display tool.

We had to expend man-hours to evaluate 
and recommend against software tools 
(Synchroneyes, Web Trends) at the last 
minute that someone decided we “had to 
have.”

Deadlines were not 
respected.

380 
accounts 
were created 
for 250 
machines.

Configuration 
changes occurred 
after game start.

The laptops in DSC were 
not adequately checked 
prior to the start of the 
game for all applications 
being installed on system.

Game players 
require tool 
redesign after 
game start. I.e., 
TOAST, ROE

Game requirements 
never stabilized.

No one (Microsoft, NWC 
techs, contractors) was able 
to tell us why our Exchange 
Server software services 
failed at 11:04 on Tuesday.

External tech support 
was inconsistent in 
skill level.

Misinformation from Microsoft 
resulted in a 24 hours setback 
when troubleshooting 
Exchange problems.

When we called Microsoft 
tech support for help they told 
us not many people (their 
customers) were using 
Exchange Conferencing 
Server yet.

The documentation 
for Exchange 
Conferencing 
Server has not yet 
been fully 
developed.

We do not have definite 
experts for Windows 2000, 
Exchange 2000, etc. If we 
did, we may have had 
Exchange service 
available 48 hours earlier.

There is not enough training and 
documentation available to guarantee 
uninterrupted operations in a high risk 
environment.

Battlescape NT would not work 
on some COMPAQ (AP-500 and 
AP-200) workstations. Edge 
Viewer was employed as a 
workaround.

COP display “technique” 
JSAF->GCCS->BSNT was new 
and not adequately tested.

New capabilities 
come at a cost.

It took 3 minutes to call-up 
Unit Tasking Tool with CPU 
usage at 100% until we 
modified the code. (They 
received less capabilities.)

The newer the technology, the 
smaller the support base.

We cannot get enough 
bodies to run real-time 
tests of the game.

We don’t have tools or 
procedures in place to 
adequately test the 
network infrastructure.

We were unable to 
adequately “stress-test” 
the servers with the load 
imposed by Global.

We do not have a network 
monitoring system that is 
accessible to system and 
network admins.

There was no spare 
Exchange server.

We had no formal, written 
contingency plan in the 
event of server failure.

We did not follow 
accepted disaster 
recovery procedures

We did not have 
adequate data back-ups

At 11:04 on Tuesday the IIS 
admin service failed and restarted 
itself every two minutes resulting 
in a non-functional Exchange 
server. The server had to be 
completely rebuilt.

The NIC card on SQL1 was set to 
auto-sensing. It should have been 
set to 100/Full. The protocol 
mismatch caused performance 
problems between SQL1 and 
CWEB (WIGS).

Cannot plan for 
every contingency.

Unforeseen component 
failure caused some 
system unavailability. (bad 
memory, HDD failure, etc.)

There was inadequate focus 
on basic IT requirements

A facilitator called Gtech complaining that 
players were viewing a gray block in ECS 
and was unable to identify the problem. 
The problem was a user minimizing the 
shared application instead of unsharing it.

Staff training was 
not completely 
successful.

5 people had to be called in to handle 
technical support such as power 
failures in player cells to allow original 
tech support to provide training.

Majority of cell facilitators could not show 
players how to filter unknown\unwanted 
tracks in BSNT and could not show how 
to manipulate view.

At least 4 players were unsure how to 
log onto a computer or how to get to 
Internet Explorer to access WIGS.

50% of players asked questions 
immediately after the instructor 
had just answered the question.

A player was sleeping 
during training.

Player Training was not 
entirely successful.

Training was not 
entirely successful

QUESTION:
What Factors Factors Prevented the 
Optimum Performance of the Information 
Technology Systems During GLOBAL 2001?

ANSWER:
Inadequate Support Without Proper Preparation 
and Unfocused Prioritization in a High Risk 
Environment Prevented Optimal Performance.
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